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Abstract
Aim: Heart diseases (HD) refer to many diseases such as coronary heart disease, heart failure, and heart attack. Every year, 
approximately 647.000 people die in the United States (U.S.) from HD. Genetic and environmental risk factors have been identified due 
to numerous studies to determine HD risk factors.
Material and Method: In this study, the Multilayer Perceptron (MLP) model was constructed to predict the risk factors related to HD in 
both genders. The relevant dataset consisted of 270 individuals, 13 predictors, and one response/target variable. Model performance 
was evaluated using overall accuracy, the area under the ROC (Receiver Operating Characteristics) curve (AUC), sensitivity, and 
specificity metrics.
Results: The performance metric values for accuracy, AUC, sensitivity and specificity were obtained with 95% CI, 0.876 (0.79-0.937), 
0.935 (0.877-0.992), 0.921 (0.786-0.983) and 0.843 (0.714-0.93), respectively. According to the relevant model findings, blood pressure, 
the number of significant vessels coloured by fluoroscopy, and cholesterol variables were the three most crucial HD classification 
factors.
Discussion: It can be said that the model used in the present study offers an acceptable estimation performance when all performance 
metrics are considered. In addition, when compared with the studies in the literature from both data science and statistical point of 
view, it can be stated that the findings in the current study are more satisfactory.
Conclusion: Due to the predictive performance in this study, the MLP model can be recommended to clinicians as a clinical decision 
support system. Finally, we propose solutions and future research pathways for the various computational materials science 
challenges for early HD diagnosis.
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Öz
Amaç: Kalp hastalıkları (HD); koroner kalp hastalığı, kalp yetmezliği ve kalp krizi gibi birçok hastalığı ifade eder. Amerika Birleşik 
Devletleri’nde (U.S.) her yıl yaklaşık 647.000 kişi HD’den ölmektedir. HD risk faktörlerini belirlemeye yönelik çok sayıda çalışma 
neticesinde genetik ve çevresel risk faktörleri tanımlanmıştır.
Materyal ve Metot: Bu çalışmada, her iki cinsiyette de kalp hastalığına bağlı risk faktörlerini tahmin etmek için Multilayer Perceptron 
(MLP) modeli oluşturulmuştur. İlgili veri seti 270 kişiden, 13 tahmin ediciden ve bir yanıt/hedef değişkeninden oluşmaktadır. Model 
performansı, genel doğruluk, ROC (Alıcı Çalışma Karakteristikleri) eğrisi (AUC) altındaki alan, duyarlılık ve özgüllük metrikleri kullanılarak 
değerlendirildi.
Bulgular: Doğruluk, AUC, duyarlılık ve özgüllük için performans metrik değerleri sırasıyla 95% CI, 0.876 (0.79-0.937), 0.935 (0.877-0.992), 
0.921 (0.786-0.983) ve 0.843 (0.714-0.93) şeklinde elde edildi. İlgili model bulgularına göre, kan basıncı, floroskopi ile renklendirilen 
önemli damar sayısı ve kolesterol değişkenleri en önemli üç HD sınıflandırma faktörü olarak görüldü.
Tartışma: Bu çalışmada kullanılan modelin tüm performans ölçütleri dikkate alındığında kabul edilebilir bir tahmin performansı sunduğu 
söylenebilir. Ayrıca hem veri bilimi hem de istatistiksel açıdan literatürdeki çalışmalarla karşılaştırıldığında, mevcut çalışmadaki 
bulguların daha tatmin edici olduğu ifade edilebilir.
Sonuç: Bu çalışmadaki öngörücü performans nedeniyle, MLP modeli klinik karar destek sistemi olarak klinisyenlere önerilebilir. Son 
olarak, erken HD teşhisi için çeşitli hesaba dayalı bilim alanında çözümler ve yeni araştırmalar öneriyoruz.
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INTRODUCTION
In the world full of advanced computer technologies, artificial 
intelligence (machine learning and deep learning), one of 
the essential computer science fields, is used in many areas, 
especially in medicine. It is used to predict the presence of 
diseases such as heart diseases (HD) (1). These estimates 
can be made by obtaining important data obtained from 
patients’ medical databases using various algorithms (2).

Medical organizations around the world collect a lot of 
essential health data. Increasing data in today’s world 
can be useful in early diagnosis or triage in medicine 
using machine learning techniques (3). However, the 
data collected is extensive, complex, difficult to analyze, 
and takes much time. These datasets, which are too 
overwhelming for the human mind to understand, can be 
easily analyzed using various machine learning techniques. 
Therefore, these algorithms have recently become very 
useful for accurately predicting heart-related diseases’ 
presence or absence (4).

Heart Diseases (HD)

Cardiovascular disease (CVD) is a term used for conditions 
that affect the heart or blood vessels (5). Although there are 
different variations, CVD is divided into four main headings:

1. Coronary heart disease: Myocardial infarction (MI), 
angina pectoris, and heart failure (HF)
2. Cerebrovascular disease: Stroke and transient ischemic 
attack
3. Peripheral artery disease
4. Aortic atherosclerosis and thoracic or abdominal aortic 
aneurysm

In coronary heart disease, the heart tissue cannot be fed 
sufficiently due to the cholesterol accumulated in the 
coronary vessels. The heart cannot receive enough blood 
due to the cholesterol and fat accumulated in the arteries’ 
wall that supplies the blood to the heart. In MI, also known 
as a heart attack, it is a fatal condition caused by blockage 
of blood in the coronary artery wall. HF is a progressive 
clinical picture that does not fill/discharge due to a 
problem due to the heart tissue’s function or structure, 
resulting in the peripheral tissues’ inability to send enough 
blood to meet their metabolic needs (5). Angina is a chest 
pain caused by insufficient blood flow to the heart. Due 
to the low return, the heart cannot work physiologically. 
Cerebrovascular disease refers to diseases that affect 
blood flow to the brain due to congestion or malformation 
that affect blood vessels. Peripheral artery disease is a 
condition where the peripheral tissues are not fed enough 
blood due to narrowing the legs’ arteries. Other forms of HD 
include valvular heart disease, stroke, hypertension, etc.

Epidemiology

CVD is a group of diseases that affect most adults older than 
60 years of age and have severe morbidity and mortality. 
It is common in the general population worldwide, and 
estimated that 17.3 million deaths from CVD occurred 
annually in the early 2010s. CVD caused more than 12 

million (25.8%) deaths in 1990 and approximately 18 million 
(32.1%) deaths in 2015 (6). Also, HD and stroke constitute 
80% of deaths due to CVD in men and 75% in women (7).

HD more common in older ages, and age is a significant 
risk factor for CVD. Recently, it was reported that CVD 
occurs in only 11% of people aged 20-40, while 37% of 
people aged 40-60, 71% of people aged 60-80, and 85% 
of people over 80 in the U.S. Approximately 50% of people 
over the age of 20 have CVD in the U.S., according to the 
2019 Heart Disease and Stroke Statistics update of the 
American Heart Association (8).

HD are the leading cause of death for men, women, and 
people in most racial and ethnic groups in the U.S. One 
person with CVD dies every 37 seconds in the U.S. About 
647.000 Americans die each year from HD (8). Also, HD 
cost is about $219 billion annually from 2014 to 2015 in the 
U.S. (9), including healthcare, medicines expenditure, and 
loss of productivity from death.

The average age of death from coronary artery disease is 
around 80 in developed countries; however, it is about 68 in 
developing countries. The disease’s symptoms and diagnosis 
typically occur in men 7-10 years earlier than in women (7).

HD accounts for approximately one-third and half of total 
CVD patients. Also, ischemic HD are the most common 
cause of death in adults in all low, middle, and high-income 
countries (10). About 9 million people died in 2016 due 
to ischemic heart disease (5). The lifetime risk of HD has 
been demonstrated in the Framingham Heart Study in 
7.733 individuals aged 40-94 years. The lifetime risk of 40 
years old is 49% for men, while women have a lower risk 
and 32%. Similar results were achieved in a meta-analysis 
study in which more than 250.000 women and men were 
included, and data on 18 studies were analyzed (11).

Although it is more common in older ages, it has been 
shown that the early stages of atherosclerosis begin 
to occur starting from the second and third years of life 
according to autopsy data (12). The life span has been long 
since 1975, CVD’s prevalence and related complications are 
still very high, and treatment costs are relatively high (13).

In a cohort study of over 1.9 million people older than 
30 years old who did not have CVD before, patients were 
followed up for six years. According to this; angina, HF, 
peripheral artery disease, transient ischemic attack, and 
abdominal aortic aneurysm constitute 66% of CVD (14).

More than 4 million people die from HD annually among 49 
countries in Europe and North Asia. About 1,5 million people 
experience a heart attack or stroke annually, resulting in 
over 250.000 deaths in the U.S. (15). Despite advances 
in medicine and science, CVD’s prevalence is increasing 
rapidly in developing countries. It is estimated that the global 
HD burden increased by 29% between 1990 and 2010 (16).

Risk factors

There are many known risk factors for HD including 
genetic predisposition, family history, age, gender, tobacco 
use, physical inactivity, excessive alcohol consumption, 
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unhealthy diet, obesity, hypertension, diabetes mellitus, 
hyperlipidemia, psychosocial factors, poverty, low 
educational status, and air pollution, etc. (5).

Nine potentially changeable risk factors were placed in 
the INTERHEART study, which included 52 countries. 
These are smoking, dyslipidemia, hypertension, diabetes, 
abdominal obesity, psychosocial factors, daily fruit and 
vegetable consumption, alcohol consumption, and regular 
physical activity. It has been shown that improving these 
risk factors can reduce CVD by approximately 90% (17).

Genetic and family history

Genetic factors affect the development of CVD, especially 
in men under 55 and women under 65. Having a CVD in 
one of the parents increases CVD’s risk in the person three 
times. The risk of developing HD varies between 15-100% 
in the presence of positive family history (18).

According to information obtained from several extensive 
cohort studies following more than 163.000 patients, it has 
been observed that a positive family member for CVD is 
associated with the risk of developing HD (19). Also, 3.9 
million people who were born between 1950-2008 were 
followed in another study. It has been found that children 
who have had two or more early cardiovascular deaths 
among their first-degree relatives had three times the risk 
of developing CVD before age 50 (20). More than one 
single nucleotide polymorphism is associated with CVD 
in genetic association studies; however, it generally has 
little individual effects, and genetic contributions to CVD 
are not fully understood (21). Some mutations associated 
with leukemia in blood cells are also thought to cause an 
increased risk of CVD. According to the data obtained from 
many studies examining CVD’s genetic background, it has 
been observed that the presence of these mutations can 
cause events and mortality associated with CVD (22).

Age

Age is the most critical risk factor in CVD development 
and carries about three times more risk every ten years 
of life (23). Coronary fat lines may begin to form during 
adolescence (24). Nearly 82% of people aged 65 and over 
are thought to have died due to HD (25).

Although multiple reasons increase CVD incidence with 
aging; the most common are pathological changes 
in blood vessels and increased serum cholesterol 
levels. The serum total cholesterol level rises with 
aging in most populations. This increase is around 45-
50 years old in males, while in females, it is evident 
in 60-65 years old (26). Depending on aging, arterial 
elasticity loss occurs, which can reduce the artery’s 
ability to adapt and lead to coronary artery disease (26).

Gender

Men are more likely to suffer from HD than premenstrual 
women (23). It is known that coronary HD is seen 2-5 
times more in middle-aged men than in women (26). A 
study conducted by the World Health Organization (WHO) 
showed that gender had a 40% impact on HD mortality 

(27). Similar results have been reported showing that 
gender differences explain approximately half of CVD’s risk 
in another study (26). Also, the predominant hormone in 
women is an estrogenic effect. Estrogen is known to have 
significant impacts not only on carbohydrate metabolism 
but also on the cardiovascular system. It is also known to 
have significant protective effects on hemodynamics and 
directly affect improving endothelial cell function. Estrogen 
production decreases, which negatively affects lipid levels 
in women after menopause (26).

There are also differences between men and women 
regarding body weight, height, body fat distribution, and 
hemodynamic parameters. This situation may cause CVD 
to be more common in men due to these changes. It is 
known that male sex is a significant and independent risk 
for HD. The reason for this is not fully known (28).

According to the data obtained from ONTARGET and 
TRANSCEND studies (9.378 women, 22.168 men) 
performed on 31.000 patients followed for an average of 
56 months, women were at a 20% lower risk of all major 
cardiovascular events, including cardiovascular death, 
than men (29). 

Hypertension

It is known that hypertension is the most investigated 
and important risk factor for many cardiovascular system 
diseases including HD. In a cohort study of over 1.25 million 
patients aged 30 years and older without CVD, including 20% 
with initially treated hypertension, the risk of developing 
lifetime CVD in patients with hypertension was 63.3% (30).

Smoking

Health risks arising from smoking arise from direct tobacco 
consumption and passive exposure. Approximately 10% 
of CVD occurs due to smoking (7). The incidence of MI 
increases six times in women and three times in men who 
smoke at least 20 cigarettes daily than non-smokers (31).

Physical inactivity

Insufficient physical activity (less than 5x30 minutes 
per week) is now ranked 4th among the causes of 
mortality worldwide (7). According to the 2008 study, 
31.3% (28.2% men and 34.4% women) of adults aged 
15 and over are not physically active (7). The risk of HD 
and diabetes mellitus decreases by approximately one-
third in those who regularly participate in a moderate 
sports activity for about 2.5 hours each week. Also, 
weight control is provided depending on physical 
activity, and blood glucose and lipid parameters also 
improve. Physical activity also improves blood pressure 
and insulin sensitivity, leading to reduced CVD (7).

Diet

It is known that high amounts of saturated fat, trans-fatty 
acids, salt, low consumption of fruits, vegetables, and fish 
increase the risk of CVD. WHO reported that 1.7 million 
people died worldwide due to not consuming enough 
fruits and vegetables (7). It is known that consuming 
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foods with high fat and sugar content increases important 
risk factors for CVD, such as obesity (7). It has also been 
shown that the amount of salt consumed daily affects 
blood pressure and is an important risk factor for CVD (7). 
Also, it has been shown that reducing the consumption of 
saturated fat for about two years reduces the risk of CVD. 
Also, consuming high sugar foods negatively affects blood 
lipid and glucose parameters and increases diabetes 
mellitus and HD incidence. Also, excessive consumption 
of processed meats increases the risk of CVD (32).

Socioeconomic level

Although CVD affects all countries, it affects low and 
middle-income countries more than other countries. 
Although there is not much information, low income and 
low education levels have a higher risk of CVD (32).

Air pollution

According to the related-studies, long-term exposure 
to particles in the air under 2.5 micrometers diameter 
increases the rate of atherosclerosis and inflammation. 
Short-term (2 hours) exposure to air pollution causes an 
approximately 50% increase in CVD’s mortality rate. It has 
also been shown that, after just five days of exposure to 
air pollution, both systolic and diastolic blood pressure 
increases by 2.8 mmHg and 2.7 mmHg, respectively (33). 
According to other studies, air pollution causes both 
arrhythmia and HF. Also, it is associated with carotid artery 
thickening and acute MI (34).

Machine Learning Algorithms

Today, machine learning algorithms assist clinicians in 
decision support systems in various tasks in medicine 
(35). Thanks to data science developments, computer 
technologies, and neural network-based systems, machine 
learning technologies are strengthening their position 
every day in the medical world where large and different 
data types (image, video, and soon ) are abundant (36). As 
a result of these developments, health services in some 
areas are aimed to be faster, less costly, and reliable (37).

It is a complicated process that is decided by using clinical 
data and clinical experience in diagnosing a disease. Making 
this decision-making process less costly, more accessible, 
faster, more accurate, and efficient will improve patients’ 
quality of life. As mentioned above, too many people suffer 
from HD in today’s world and die or fight their complications 
due to these diseases. Also, patients cannot benefit from 
health services sufficiently because of time limitations 
and the excessive number of patients. For all these 
reasons, early and accurate detection of HD will save many 
patients’ lives. Unfortunately, the cardiovascular system’s 
complicated process, late onset of many symptoms, 
and genetic differences delay inappropriate treatment.

Therefore, there is a need to develop HD estimation 
systems to assist medical professionals in the early and 
accurate HD diagnosis. In this study, Multilayer Perceptron 
(MLP), one of the well-known neural network-based 
machine learning models, was utilized to diagnose of HD 

and determine the essential variables/factors as a risk 
factor related to HD (38).

MATERIAL AND METHOD
The dataset used in this study consisted of 270 
individuals, 13 predictors, and one response/output 
variable. The dataset used in this study was taken from 
the www.kaggle.com/ronitf/heart-disease-uci. A detailed 
information table regarding the variables is shown in Table 
1, and descriptive statistics of all variables in the dataset 
are shown in Table 2-3.

The MLP is a type of artificial neural network that is 
performed in many disciplines. The MLP architecture has 
one input layer, one or more hidden layers, and one output 
layer. Each layer comprises of several nodes. The inputs in 
the first layer nodes are weighted and sent simultaneously 
to a second or hidden layer. Each of the nodes takes the 
weighted sum of the outputs of the previous layer as input 
and implements an activation function to determine its 
output. The activation function is usually a sigmoid function 
that converts the output to a number between 0 and 1 (39).

The MLP model was applied to predict HD using these 
13 risk factors. The dataset is randomly divided into 
training and testing at 70% and 30% ratios in order to 
obtain unbiased model performance metrics at 70% and 
30% ratios, respectively. While model training was done in 
70% of the dataset, the model’s learning performance was 
tested in the remaining 30%. The tuning hyperparameters 
for the MLP model are shown in Table 2.

Table 1. Types and roles of the variables 

Variable Type Role

Age Numerical Predictor

Sex Categorical Predictor

Chest pain type Categorical Predictor

Blood pressure Numerical Predictor

Cholesterol Numerical Predictor

FBS over 120 Categorical Predictor

ECG results Categorical Predictor

Max heart rate Numerical Predictor

Exercise angina Categorical Predictor

ST depression Numerical Predictor

Slope of ST Categorical Predictor

Number of vessels fluro Categorical Predictor

Thallium Categorical Predictor

Heart disease Categorical Response/output

FBS, fasting blood sugar; ECG, electrocardiogram
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Table 2. Tuning hyperparameters of the MLP model

Parameter Value

Number of the hidden layer(s) 1

Number of node(s) 2

Activation function Softmax

Error function Cross-entropy

Optimization function Gradient descent

Learning rate 0.4

Momentum 0.9

Model performance was evaluated using overall 
accuracy ratio, area under the ROC (Receiver Operating 
Characteristics) curve (AUC), sensitivity, and specificity 
metrics. IBM SPSS Statistics 25 package program was 

used for the analyses.

RESULTS
The descriptive statistics of the categorical and numerical 
variables are summarized in Tables 3 and 4. Also, the 
ROC curve graph for the performance metrics of the MLP 
model by the classification matrix is presented in Table 5 
and shown in Figure 1. The contributions of the predictive 
variables to the classification performance of the MLP 
model are shown in Table 6.

The performance metric values for accuracy, AUC, 
sensitivity and specificity were obtained with 95% CI, 
0.876 (0.79-0.937), 0.935 (0.877-0.992), 0.921 (0.786-
0.983) and 0.843 (0.714-0.93), respectively. The general 
structure and performance metric values of MLP for HD is 
shown in Figure 2.

Table 3. The descriptive statistics of the categorical variables
Variable Category n %

Heart disease
Negative 150 55.56
Positive 120 44.44

Total 270 100.00

Sex
0 87 32.22
1 183 67.78

Total 270 100.00

Chest pain type

1 20 7.41
2 42 15.56
3 79 29.26
4 129 47.78

Total 270 100.00

FBS over 120
0 230 85.19
1 40 14.81

Total 270 100.00

ECG results

0 131 48.52
1 2 0.74
2 137 50.74

Total 270 100.00

Exercise angina
0 181 67.04
1 89 32.96

Total 270 100.00

Slope of ST

1 130 48.15
2 122 45.19
3 18 6.67

Total 270 100.00

Number of vessels fluro

0 160 59.26
1 58 21.48
2 33 12.22
3 19 7.04

Total 270 100.00

Thallium

3 152 56.30
6 14 5.19
7 104 38.52

Total 270 100.00

FBS, fasting blood sugar; ECG, electrocardiogram
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Figure 1. The ROC curve

Figure 2. The general structure and performance metric values 
of MLP for HD

Table 6. The variable importance statistics (In descending 
order)

Variables Importance Importance (%)

Blood pressure 0.155 100.00

Number of vessels fluro 0.141 90.95

Cholesterol 0.109 70.22

Thallium 0.108 69.79

Max heart rate 0.101 65.27

Chest pain type 0.094 60.77

Sex 0.076 48.76

Age 0.052 33.40

ST depression 0.042 27.16

Slope of ST 0.040 25.65

ECG results 0.030 19.03

FBS over 120 0.027 17.49

Exercise angina 0.025 16.37

FBS, fasting blood sugar; ECG, electrocardiogram

DISCUSSION
In this study, HD prediction was made by modeling various 
risk factors with an artificial neural network model, 
MLP. Considering similar studies in the literature, HD 
classification was made using various machine learning 
models in a study conducted in 2021 (40). Considering 
the overall accuracy ratios, it was seen that the highest 
value was obtained with the Random Forest model (84%). 
This value is considerably lower than the classification 
performance obtained in the current study. 

Table 4. The descriptive statistics of numerical variables

Statistics Variables

Age Blood Pressure Cholesterol Max Heart Rate ST depression

N 270 270 270 270 270

Mean 54.43 131.34 249.66 149.678 1.05

Median 55 130 245 153.5 0.8

Std. Deviation 9.109 17.86 51.686 23.166 1.145

Minimum 29 94 126 71 0

Maximum 77 200 564 202 6.2

Table 5. The confusion matrix

Heart Disease 
(Model prediction)

Heart Disease (Real)

Positive Negative Total

Positive 35 8 43

Negative 3 43 46

Total 38 51 89
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In another study (41), the individual and ensemble 
performances of various data mining models were 
discussed. In related study, in which extensive data 
preprocessing was performed, the ensemble model 
(majority vote) formed by combining the support vector 
machine and logistic regression model gave the highest 
classification accuracy (91.23%). This ensemble learning 
approach does not appear to have significantly higher 
classification performance than the model in the current 
study. In addition, this ensemble learning model created 
lacks the knowledge of how predictive variables contribute 
to the classification performance of the model.

In another study on the prediction of HD (42), the 
classification performances of Logistic Regression, 
Decision Forest, Random Forest, Artificial Neural Networks, 
K-Nearest Neighbors and Support Vector Machines models 
were compared. According to the results of this study, the 
Random Forest model correctly classified all cases with 
100% accuracy. However, in this study, the classification 
performance of the model was evaluated only with its 
overall accuracy. Considering that the Random Forest 
model is highly prone to overfitting, it is inconvenient to 
evaluate the classification performance over only one 
metric. In our study, the performance of the model was 
evaluated by giving 4 different metrics and their 95% 
confidence intervals. Thus, the findings were evaluated 
from both data science and statistics perspectives.

Performance measurement is a significant issue in machine 
learning. One of the most critical evaluation criteria for 
checking any classification model’s performance is the 
area under the curve and explains how well the model is 
at its prediction. The larger the area covered, the better 
the machine learning models at differentiating the classes 
given. In addition to the high accuracy of the MLP test 
used in our study, the AUC value is more excellent than 
90%, indicating that the model’s predictive value is high. 
Also, the sensitivity value appears to be greater than the 
specificity value. This is valuable in the classification of HD 
in patients, and its high level is of great clinical importance.

In brief, it was found that the three most essential 
variables in the classification of HDs in the MLP model 
are blood pressure, the number of major vessels colored 
by fluoroscopy, and cholesterol. It was also shown to have 
high accuracy, AUC, sensitivity, and specificity values.

CONCLUSION
The MLP model, which was trained using 13 predictive 
variables, was found to be successful in the classification 
of HD. According to the relevant model findings; blood 
pressure, the number of major vessels colored by 
fluoroscopy, and cholesterol variables were the three most 
important HD classification variables. The performance 
metric values for accuracy, AUC, sensitivity, and specificity 
were obtained with 87%, 93%, 92%, and 84%, respectively.

Due to the predictive performance in this study, the MLP 
model can be recommended to clinicians as a clinical 
decision support system. As future research, for boosting 

classification performance and obtaining more reliable 
results, implementing ensemble learning-based models to 
real dataset(s) having more observations and risk factors 
should be planned.
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